
AI IN BRIEF

Breast density (BD) is defined as the proportion of fi-
broglandular tissue relative to the total volume of the 

breast, as commonly assessed on mammograms (1). High 
BD is an independent risk factor for breast cancer and re-
duces mammography sensitivity by masking underlying 
lesions (2,3). The importance of reliable BD reporting was 
further heightened when legislation in the United States 
mandated that women be notified of their BD, as decisions 
about supplemental screening with US and MRI are based 
on mammographic density (4).

In clinical practice, BD is visually assessed on two-view 
mammograms, most commonly with the American Col-
lege of Radiology Breast Imaging Reporting and Data Sys-
tem (BI-RADS) four-category scale (5): a (almost entirely 
fatty), b (scattered fibroglandular), c (heterogeneously 
dense), and d (extremely dense). However, this and other 
classification systems are affected by intra- and interob-
server variability (6–8). To overcome the suboptimal reli-
ability of visual assessment, fully automated software was 
proposed, including artificial intelligence (AI) systems, 
providing contrasting results (9–12). Considerable differ-
ences in BD classification persist when comparing repeated 

automatic assessment or comparing visual assessment by 
different human readers (13–15).

Therefore, the aim of this study was twofold: (a) to de-
velop and externally validate an AI-driven fully automated 
software for BD classification mimicking a consensus-
based human visual assessment; and (b) to assess its agree-
ment and reliability in a clinical setting.

Materials and Methods
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This bicentric study was approved by the ethics com-
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Mammographic breast density (BD) is commonly visually assessed using the Breast Imaging Reporting and Data System (BI-RADS) four-cat-
egory scale. To overcome inter- and intraobserver variability of visual assessment, the authors retrospectively developed and externally validated 
a software for BD classification based on convolutional neural networks from mammograms obtained between 2017 and 2020. The tool was 
trained using the majority BD category determined by seven board-certified radiologists who independently visually assessed 760 mediolateral 
oblique (MLO) images in 380 women (mean age, 57 years 6 6 [SD]) from center 1; this process mimicked training from a consensus of sev-
eral human readers. External validation of the model was performed by the three radiologists whose BD assessment was closest to the majority 
(consensus) of the initial seven on a dataset of 384 MLO images in 197 women (mean age, 56 years 6 13) obtained from center 2. The model 
achieved an accuracy of 89.3% in distinguishing BI-RADS a or b (nondense breasts) versus c or d (dense breasts) categories, with an agreement 
of 90.4% (178 of 197 mammograms) and a reliability of 0.807 (Cohen k) compared with the mode of the three readers. This study demon-
strates accuracy and reliability of a fully automated software for BD classification.
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for each MLO view was obtained and used as a consensus-based 
reference for training (Appendix E2 [supplement]).

AI External Validation
The model was externally validated on a dataset of mammo-
grams consecutively obtained for spontaneous screening be-
tween September 6 and October 4, 2020, at Centro Diagnos-
tico Italiano, Milan, Italy (center 2), acquired using a Lorad 
Selenia system (Hologic).

To assess the agreement and reliability of the software 
compared with human classification, the three radiologists 
closest to the majority assessment of individual classifications 
(mode) performed independent BD classification of all mam-
mograms. Having verified that the difference between the 
mode of the seven readers and the mode of the three readers 
closest to the mode was negligible (,2% in each class, Table 
E1 [supplement]), the external testing was carried out with 
the three readers to reduce the overall reading time. Again, 
the mode was calculated for each examination and used as a 
consensus-based reference.

Statistical Analysis
Results from visual and automatic BD classification were re-
ported as percentages across BI-RADS categories. Overall and 
BI-RADS category-wise agreement between the model and 
the mode of the three radiologists closest to consensus were 
reported as percentages, while reliability was evaluated with 
Cohen k statistics, reported with 95% CIs and interpreted ac-
cording to the Landis and Koch scale (18). All statistical analy-
ses were performed using software (SPSS version 26.0; IBM 
SPSS). A P value less than .05 was considered to indicate a 
significant difference.

Results

AI Training and Tuning
After application of the exclusion criteria on 974 preliminarily 
retrieved MLO views from center 1, 174 MLO views (six due 
to presence of lesions subsequently proven to be malignant, 52 
due to the presence of breast implants, and 116 due to artifacts 
or technical limitations) were excluded. A final dataset of 800 
MLO views from 400 women (mean age, 57 years 6 6 [SD]) 
was used for BD classification by human readers (Appendix 
E2 [supplement]) and for software training and internal test-
ing (Appendix E1 [supplement]). For the latter purpose, the 
dataset was split into a fourfold cross-validation set (760 MLO 
views from 380 women; mean age, 57 years 6 6) and into an 
internal testing set (40 MLO views from 20 women; mean age, 
57 years 6 7).

AI External Validation
For the external validation, 402 MLO views of 201 mammo-
grams consecutively obtained at center 2 were retrieved. After 
the exclusion of 18 MLO views (12 due to the presence of 
breast implants and six due to image artifacts in breasts pre-
viously surgically treated), 384 MLO views of 197 mammo-

Ospedale Maggiore Policlinico (protocol code 1666, approved 
on October 14, 2020). Informed consent was waived due to the 
study’s retrospective design.

The AI model (TRACE4BDensity; DeepTrace Technologies) 
(Appendix E1 [supplement]), consisting of three convolutional 
neural networks (ResNet50 [16]), was used to automatically 
classify BD of mediolateral oblique (MLO) views according to 
BI-RADS categories for three binary visual classification tasks: a 
and b (nondense breasts) versus c and d (dense breasts); a versus 
b; and c versus d; the last differentiation being a potential need 
considering the results of the DENSE (Dense Tissue and Early 
Breast Neoplasm Screening) trial (17). The final BD category of 
a given mammogram is assigned by the tool through assessment 
of both MLO views, using the most dense BD classification in 
case of difference between the two breasts.

AI Training and Tuning
The tool was developed, trained, cross-validated, and internally 
tested (Appendix E1 [supplement]) on a dataset built by re-
trieving all mammograms obtained in an organized population-
based screening program at IRCCS Policlinico San Donato, 
Milan, Italy (center 1) between March 6 and May 2, 2017, 
acquired with Giotto Image 3DL (IMS, Italy) or Senographe 
Pristina 3D (GE Healthcare, France) systems. Mammograms 
presenting artifacts or technical limitations, breast implants, or 
lesions proven to be malignant were excluded. For each patient 
included, images of both the right and left breast were kept in 
the same partition during training, thus preventing the pos-
sibility that a patient could have images of one breast in the 
training partition and images of the other breast in the valida-
tion partition for the cross-fold validation.

To establish a reference labeling based on a consensus in hu-
man visual assessment, BD of MLO views was independently 
assessed by seven board-certified radiologists (among them S.S., 
F.S.). The majority category of individual classifications (mode) 

Abbreviations
AI = artificial intelligence, BD = breast density, BI-RADS = Breast 
Imaging Reporting and Data System, MLO = mediolateral oblique

Summary
A developed and externally validated radiologist consensus–based 
artificial intelligence–driven tool had high accuracy and agreement 
with radiologists in classifying nondense versus dense breasts.

Key Points
 n The developed and externally validated radiologist consensus–

based artificial intelligence (AI) tool for mammographic breast 
density classification achieved 89.3% accuracy in the nondense 
(Breast Imaging Reporting and Data System [BI-RADS] category 
a or b) versus dense (BI-RADS category c or d) classification task.

 n The AI tool showed an agreement of 90.4% (178 of 197 mam-
mograms) with radiologists’ assessments and a reliability of 0.807 
(Cohen k) in the external validation mammography dataset.

Keywords
Mammography, Breast, Convolutional Neural Network (CNN), 
Deep Learning Algorithms, Machine Learning Algorithms
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Disagreements were found always between adjacent catego-
ries: two of 43 (4.7%) mammograms were classified as category 
a by the software but category b by the readers; 14 of 43 (32.6%) 
as category b by the software but category c by the readers; seven 
of 43 (16.3%) as category b by the software but category a by 
the readers; 13 of 43 (30.2%) as category c by the software but 
category d by the readers; five of 43 (11.6%) as category c by 
the software but category b by the readers; and two of 43 mam-
mograms (4.7%) were classified as category d by the software but 
category c by the readers.

When considering the two-category BD classification 
task (nondense vs dense breasts), human-software agree-
ment was 90.4% (95% CI: 85.3, 94.1; 178 of 197 mammo-
grams). Reliability analysis showed Cohen k of 0.807 (95% 
CI: 0.667, 0.947).

grams from 197 women (mean age, 56 years 6 13) were auto-
matically classified by the tool and assessed by the three human 
readers closest to consensus.

The model showed an 89.3% accuracy (343 of 384; 95% CI: 
85.8, 92.2) in the two-category BD classification (nondense vs 
dense breasts) and a 75.0% accuracy (288 of 384; 95% CI: 70.4, 
79.3) in the four-category BD classification.

The distribution of BD categories assigned by the model and 
human readers are reported in Table 1. Human-software agree-
ment was found in 154 of 197 mammograms (78.2%; 95% CI: 
71.7, 83.7), ranging from 56.7% (category d) to 89.7% (cat-
egory b). Human-software reliability analysis yielded an overall 
linear-weighted Cohen k of 0.759 (95% CI: 0.694, 0.825). Fur-
thers details, including within category and reader-specific data, 
are given in Tables 1–3.

Table 3: Reliability between AI and Human Readings in the Breast Density Classification Tasks (Four-Category and Non-
dense vs Dense Breasts) on Mammograms of External Testing Dataset

External  
Validation Category a Category b Category c Category d

Overall (Four-
Category, Un-
weighted k)

Overall (Four-
Category, Linear-
weighted k)

Overall (Non-
dense vs Dense)

Cohen k 0.755 
[0.615, 0.895]

0.699 
[0.559, 0.838]

0.638 
[0.498, 0.777]

0.650 
[0.511, 0.790]

0.677 
[0.586, 0.768]

0.759 
[0.694, 0.825]

0.807 
[0.667, 0.947]

Note.—Cohen k are reported with 95% CIs in brackets. Breast Imaging Reporting and Data System: category a (almost entirely fatty), 
category b (scattered fibroglandular), category c (heterogeneously dense), category d (extremely dense); nondense breasts (category a or b), 
dense breasts (category c or d).

Table 1: Frequency Table of AI and Human Readings in the Four-Category Breast Density 
Classification Task on Mammograms of External Testing Dataset

External Validation HR Category a HR Category b HR Category c HR Category d Total

AI category a 16 2 0 0 18
AI category b 7 61 14 0 82
AI category c 0 5 60 13 78
AI category d 0 0 2 17 19
Total 23 68 76 30 197

Note.—Data shown are number of mammograms. Breast Imaging Reporting and Data System: category a 
(almost entirely fatty), category b (scattered fibroglandular), category c (heterogeneously dense), category d 
(extremely dense). AI = artificial intelligence, HR = human readings.

Table 2: Agreement between AI and Human Readings in the Breast Density Classification Tasks (Four-Category and 
Nondense vs Dense Breasts) on Mammograms of External Testing Dataset

External Validation
HR Category a  
(n = 23)

HR Category b  
(n = 68)

HR Category c  
(n = 76)

HR Category d  
(n = 30) Overall

AI-HR agreement  
in four BD categories

69.6% (16/23) 
[47.1, 86.8]

89.7% (61/68) 
[79.9, 96.8]

78.9% (60/76) 
[68.1, 87.5]

56.7% (17/30) 
[37.4, 74.5]

78.2% (154/197) 
[71.7, 83.7]

AI-HR agreement  
in nondense vs dense breasts

94.5% (86/91) [87.6, 98.2] 86.8% (92/106) [78,8, 92.6] 90.4% (178/197) 
[85.3, 94.1]

Note.—Agreement percentages are reported with 95% CIs in brackets. Breast Imaging Reporting and Data System: category a (almost 
entirely fatty), category b (scattered fibroglandular), category c (heterogeneously dense), category d (extremely dense); nondense breasts 
(category a or b), dense breasts (category c or d). AI = artificial intelligence, HR = human readings, BD = breast density.
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Discussion
We developed and externally validated an AI software for mam-
mographic BD assessment, which had an 89.3% accuracy for 

The Figure shows mammograms where agreement (Fig A–D) 
and disagreements (Fig E–H) occurred. No specific pattern was 
identified where the tool failed.

Selection of mammographic mediolateral oblique views of breasts with different breast density from women between 51 and 68 years of age. (A–D) Examples of human 
readers (HR)–artificial intelligence (AI) agreement for category a (68 years), b (66 years), c (51 years), and d (54 years); B shows an example of a breast with a benign 
mass. (E–H) Examples of HR-AI disagreement; E was classified as category a by HR, and as category b by AI (67 years); F was classified as category b by HR, and as 
category a by AI (68 years); G was classified as category c by HR, and as category d by AI (55 years); H was classified as category d by HR, and as category c by AI 
(52 years). Breast Imaging Reporting and Data System: category a (almost entirely fatty), category b (scattered fibroglandular), category c (heterogeneously dense), cat-
egory d (extremely dense).
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the nondense versus dense breasts classification task and sub-
stantial agreement of 90.4% and reliability (Cohen k 0.807) 
with radiologist readings. Distinguishing dense from nondense 
breasts is indeed the clinically most relevant task and may drive 
the potential referral to supplemental screening (19). This re-
sult offers a robust way to overcome the variability of human 
visual assessment.

This study had limitations. First, six images with lesions 
subsequently proven to be malignant were excluded to avoid 
training the classifier on mammograms of cases for which the 
breast contralateral to that containing the diagnosed cancer is 
usually considered for assigning the woman’s BD category. In-
deed, when the radiologist finds a lesion, BD is classified con-
sidering the lesion background or the contralateral breast. We 
consider this omission to be negligible as it would amount to 
0.8% of the MLO views in the training set. Second, reliability 
analysis was performed only by three human readers, although 
they were the readers closest to the majority assessment. Fi-
nally, the model does not provide quantitative BD measure-
ments; however, the BI-RADS category system provides the 
breast cancer risk component attributable to BD for the Tyrer-
Cuzick predictive model (20), thus the model can be used to 
drive referral to supplemental screening. Moreover, disagree-
ment has been proven between automated quantitative BD as-
sessment and human BD assessment, as there is currently no 
reference standard to validate BD measurement.

In conclusion, an AI software based on radiologist consensus 
was developed and externally validated, being able to automati-
cally classify dense versus nondense breasts on mammograms ac-
cording to BI-RADS categories.
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